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What is Data Governance? 
Let us assume that a hospital by the name of Apollo Hospitals decides to commission a project 
to use GenAI within their organization. So, their AI Engineers’ Team work on it endlessly and 
create a new GenAI system called ApolloAI by fine-tuning Med-Palm 2 [by Google] and 
MedAlpama [Univ of Munich] trained on all their patient data1. The key motivation behind 
implementing such a system would be to save lives, improve treatment plans, and reduce 
operational burdens on medical staff. All well-intentioned.  ApolloAI now helps them predict 
patient outcomes, recommend treatments, and even summarize patient history using analytics 
and LLMs. Seems too good to be true? Yes, it is. Because, without a concrete data governance 
framework in place, ApolloAI could easily cause more harm than help. Why? Let’s look at a few 
possibilities: 

●​ ApolloAI if trained on incomplete, outdated, or inconsistent patient records can easily 
lead to incorrect predictions like underestimating the risk of heart disease for a group of 
patients. 

●​ If the training data over-represents one demographic i.e. the hospital is more popular 
amongst elderly (50+ patients) can cause ApolloAI to deliver inaccurate 
recommendations for younger adults or minority populations. 

●​ Lack of robust data privacy controls results in sensitive patient data being leaked, could 
cause violation of HIPAA or GDPR regulations, thus being penalized by heavy fines and 
even class action. 

●​ The AI uses patient data that, if collected without proper consent, would make Apollo 
legible to legal penalties. 

In the age of generative AI and advanced analytics, data is the foundation of innovation. Thus, if 
the foundation is flawed, the entire system collapses like a sandcastle. This is where Data 
Governance comes in.  

“Data governance refers to the set of processes, policies, standards, and practices that ensure 
the effective management and utilization of an organization's data.” 

Data governance is like a set of rules and tools that help an organization take care of its data 
properly. It ensures that the data is accurate, clean, and reliable, safe from unauthorized access 
or misuse. Moreover, it provides a framework for checks and balances in the organization so 
that laws and rules about how data can be collected, stored, and shared are consistent, 
transparent and reliable. In other words, data governance is not just about rules and regulations; 
it's about enabling data-driven decision-making while ensuring data integrity, security, and 
compliance.  

In today’s data-centric world, the massive volume and complexity of data requires robust 
governance to manage risks and capitalize on opportunities. Companies across sectors use 

1 The most popular LLMs in Medicine https://research.aimultiple.com/large-language-models-in-healthcare/ 

 

https://research.aimultiple.com/large-language-models-in-healthcare/#healthcare-llms
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analytics and AI to gain competitive advantages, but their success hinges on data quality, ethical 
use, and regulatory adherence. These principles guide organizations in achieving data integrity, 
mitigating risks, and maximizing the value derived from data assets. This was highlighted in a 
recent 2024 report2 by Boston Consulting Group (BCG), which indicated that 74% of companies  
struggle to achieve and scale value from their AI initiatives, often due to inadequate data 
governance frameworks. 

However, this becomes an increasing concern as another McKinsey survey from early 2024 
revealed that 65% of respondents3 reported their organizations are regularly using generative AI 
in at least one business function, nearly doubling from the previous year with approximately 
60% of corporate leaders now prioritizing data governance, according to Datadiversity.4 

 

Figure 1. According to a study by Stratis Research5, the global data governance market size is valued at USD 4.15 
billion in 2024 and projected to reach USD 23.13 billion by 2033, growing at a compound annual growth rate (CAGR) 
of 21.03%. 

Thus, it is a no-brainer that data governance is a key cornerstone of the modern data landscape 
and especially, more so in the age of Generative AI and analytics. 

5 https://straitsresearch.com/report/data-governance-market 
4 https://www.dataversity.net/data-governance-trends-in-2024/  
3 https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-ai 

2https://www.bcg.com/press/24october2024-ai-adoption-in-2024-74-of-companies-struggle-to-achieve-and
-scale-value 

 

https://straitsresearch.com/report/data-governance-market
https://www.dataversity.net/data-governance-trends-in-2024/
https://www.mckinsey.com/capabilities/quantumblack/our-insights/the-state-of-ai
https://www.bcg.com/press/24october2024-ai-adoption-in-2024-74-of-companies-struggle-to-achieve-and-scale-value
https://www.bcg.com/press/24october2024-ai-adoption-in-2024-74-of-companies-struggle-to-achieve-and-scale-value
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State of the Art in Data Governance for Analytics 
Although defining the core principles of a good data governance policy is incredibly hard, 
according to us, a good data governance policy for an organization boils down to a few key 
fundamental principles.  

 

Figure 2. Core Principles of a Comprehensive Data Governance Policy  

In this section, we will one by one look at how these key principles apply across four 
fundamental dimensions. 

Data Quality and Reliability 

As we have established in the previous section, the success of every business (big or small) in 
today’s data driven world depends on data. However, having more data versus higher quality 
data is not the same thing. According to a Gartner 2021 Report6, poor data quality cost 
businesses $12.9 million, a significant number that is likely much higher now with more 
businesses treating “data as the new oil”.   

Infact, in 2016 IBM did a small study7 where in the United States alone, data errors were 
estimated to have a negative effect on the economy equal to $3.1 billion a year, with serious 
consequences such as lost productivity, unavailability of IT systems and higher maintenance 
costs.  

7 https://www.inc.com/anne-gherini/why-your-bad-data-is-creating-a-3-trillion-problem.html  
6 https://www.gartner.com/smarterwithgartner/how-to-improve-your-data-quality  

 

https://www.inc.com/anne-gherini/why-your-bad-data-is-creating-a-3-trillion-problem.html
https://www.gartner.com/smarterwithgartner/how-to-improve-your-data-quality
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Since then, there haven’t been many such studies at scale, since most businesses (60% of 
respondents), fail to even provide a number on the financial impacts of the phenomenon, 
because they do not measure the consequences on their own balance sheet. 

With a growing reliance on real-time insights, organizations need robust data governance to 
ensure accuracy, consistency, and availability at scale. Data must be trusted for high-stakes 
decisions, especially in industries like finance and healthcare, where errors can be costly. Some 
of the recent approaches to solve this in the field include 

1.​ Automated Data Quality Monitoring Tools This includes the adoption of advanced 
platforms like Talend and Informatica for ensuring data remains reliable and actionable at 
every stage. Another one in the industry today is Great Expectations, which automates 
data quality testing, ensuring continuous checks to maintain high-quality datasets for 
analytics. Also, Apache Kafka enables the management of real-time data streams, 
providing governance around the data as it flows through systems. StreamSets 
facilitates monitoring and governance of real-time data pipelines, ensuring data quality 
and integrity as it’s processed in real-time analytics workflows. 

2.​ Data Observability Emerging tools like Monte Carlo and Datafold provide proactive 
monitoring of data pipelines, identifying potential quality issues before they affect 
downstream analytics or operations. 

3.​ Real-Time Metrics and Validation This includes implementing data quality dashboards 
to monitor accuracy, completeness, and other key metrics in real time and using data 
validation rules and automated consistency checks to maintain uniformity across 
datasets, reducing the risk of errors. 

Data Stewardship and Metadata Management 

Managing the growing complexity of data ecosystems is no longer optional—it is critical. A lack 
of proper metadata management and stewardship leads to severe consequences, including 
data silos, duplication, and inconsistent reporting. According to a blog post by Shelf.io8, when 
data is poorly documented or lacks sufficient metadata, it becomes challenging for teams to 
locate and understand the information they need, resulting in delays and wasted resources. 

Additionally, Atlan’s article9 highlighted that poor data governance can lead to operational 
inefficiencies, resulting in flawed decision-making and causing projects to veer off course. Some 
of the recent approaches to address this include the adoption of- 

1.​ Metadata Management Platforms Platforms such as Collibra and Alation enable 
organizations to catalog, tag, and maintain metadata consistently. These tools streamline 
data discovery, improve collaboration, and foster data literacy across teams. 

2.​ Automated Data Lineage Tracking Tools such as Databricks Unity Catalog and 
Informatica Axon help map how data flows through systems, ensuring visibility into its 

9 https://atlan.com/know/data-governance/cost-of-bad-data-governance/  
8 https://shelf.io/blog/data-littering/  

 

https://atlan.com/know/data-governance/cost-of-bad-data-governance/
https://shelf.io/blog/data-littering/
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transformations and origins. This level of transparency is essential for compliance with 
regulations like GDPR and CCPA. 

3.​ AI-Driven Stewardship Tools Tools such as BigID and Atlan leverage machine learning 
to classify sensitive data, detect anomalies, and ensure compliance with governance 
policies.  

Furthermore, emerging decentralised governance frameworks are reshaping data stewardship 
and metadata management. This includes the use of Data Mesh and Data Fabric (like Talend). 

Regulatory Compliance 

 With the growing reliance on data for decision-making and the increasing importance of 
data-driven insights, organizations must ensure that they are handling, processing, and storing 
data in accordance with laws and regulations. 

Regulatory frameworks like GDPR (General Data Protection Regulation) in the EU, CCPA 
(California Consumer Privacy Act) in California, and HIPAA (Health Insurance Portability and 
Accountability Act) in the U.S. impose strict rules on how personal and sensitive data must be 
handled. Non-compliance with regulations can lead to significant legal repercussions, including 
fines, penalties, and lawsuits. For example, GDPR violations can result in fines of up to 4% of 
global annual revenue or €20 million (whichever is higher) and even reputational damage. 

For example, financial institutions are heavily regulated and must comply with standards like 
SOX (Sarbanes-Oxley Act) and Basel III, which require proper data stewardship and controls for 
audit purposes. Some of the recent advances in data regulatory compliance include: 

1.​ Privacy-Preserving Analytics: Differential privacy and federated learning help 
organizations analyze data without compromising individual privacy  

2.​ Automated Compliance Monitoring: Tools like BigID and OneTrust are used by major 
banks to streamline compliance reporting. 

Access Control and Data Security 

Protecting data is a fundamental component of every data governance charter. Protecting data 
involves maintaining privacy, availability, usability, consistency, compliance, and security, which 
are all essential to a strong data governance framework. To mitigate risks from unrestricted 
access, role-based access control (RBAC) systems, data lineage, and audit trails are important 
governance measures. These prevent misuse and ensure data integrity while allowing more 
users to derive insights. Additionally, encryption technologies protect sensitive data at rest and 
in transit10. One of the most common data masking tools in this space is Informatica which is 
widely used in the financial services industry for regulatory compliance, including GDPR and 
PCI-DSS.  
 

10 https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=10049552  

 

https://ieeexplore.ieee.org/stamp/stamp.jsp?tp=&arnumber=10049552
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State of the Art in Data Governance for Generative AI  
Generative AI models can unintentionally perpetuate or even amplify biases present in the data 
they are trained on. A study published in Nature Human Behaviour11 by researchers at 
University College London (UCL) found that AI systems trained on human-generated data tend 
to learn and amplify inherent human biases. This amplification can lead to users becoming more 
biased themselves after interacting with these AI systems.  Additionally, another paper titled 
Bias in Generative AI analyzed images generated by popular AI tools like Midjourney, Stable 
Diffusion, and DALLE 2. This paper12 revealed systematic gender and racial biases, with 
AI-generated images often depicting women and African Americans in stereotypical or 
marginalized roles. 
 
This can be problematic, not just from a user but also from a legal perspective. In July 2024, a 
federal judge in California allowed a class action lawsuit13 to proceed against Workday, a 
company providing AI-powered hiring software. The lawsuit alleges that Workday's software 
perpetuates biases against Black, older, and disabled candidates, leading to unlawful 
discrimination. The court ruled that Workday could be considered an employer under federal 
anti-discrimination laws, as it performs key hiring functions for its clients. Moreover, this is not a 
one-off event. 
 
OpenAI has faced multiple lawsuits alleging unauthorized use of copyrighted material for 
training its AI models. In December 2024, Italy's privacy regulator, Garante, fined OpenAI €15 
million for violations related to personal data use in its ChatGPT application. Companies using 
AI models trained on data scraped from the web may face allegations of violating privacy rights 
and data protection laws. For instance, scraping personal data without consent can lead to 
claims14 under the Computer Fraud and Abuse Act (CFAA) and other privacy regulations.  
 
These recurring events raise many important questions but most importantly: what should be 
the data governance requirements in generative AI projects to avoid a similar fate?! 

Applying data governance in generative AI involves addressing several critical challenges to 
ensure ethical, transparent, and responsible AI development. Key challenges include: 

Ethical Considerations: Bias Mitigation and Fairness 

Generative AI models can inadvertently perpetuate biases present in their training data, leading 
to discriminatory outcomes. This happens because these models learn patterns from vast 
datasets, which often contain historical prejudices or imbalances. As a result, AI systems might 
reproduce harmful stereotypes or make decisions that disproportionately affect certain groups. It 

14 https://thelyonfirm.com/class-action/data-privacy/ai-lawsuits/  

13https://www.reuters.com/legal/litigation/workday-must-face-novel-bias-lawsuit-over-ai-screening-softwar
e-2024-07-15/  

12 https://arxiv.org/abs/2403.02726  
11 https://www.nature.com/articles/s41562-024-02077-2  

 

https://thelyonfirm.com/class-action/data-privacy/ai-lawsuits/
https://www.reuters.com/legal/litigation/workday-must-face-novel-bias-lawsuit-over-ai-screening-software-2024-07-15/
https://www.reuters.com/legal/litigation/workday-must-face-novel-bias-lawsuit-over-ai-screening-software-2024-07-15/
https://arxiv.org/abs/2403.02726
https://www.nature.com/articles/s41562-024-02077-2
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involves setting clear policies for data collection, management, and usage, ensuring that training 
data is diverse, representative, and free from harmful biases. By prioritizing data governance, 
organizations can take responsibility for the ethical implications of their AI systems. To mitigate 
this, organizations are implementing strategies such as: 

●​ Bias Audits: Regular evaluations of AI models to identify and reduce biases. For 
instance, Google has implemented AI audits as part of their AI Principles to ensure 
fairness and accountability. Along the same lines, Nvidia has published their NeMo 
evaluation framework.  

●​ Diverse Data Collection: Ensuring datasets are diverse and representative of various 
demographics. IBM has made strides in this area by creating tools like the "AI Fairness 
360" toolkit, which allows organizations to detect and mitigate bias across multiple data 
sources.  

●​ Algorithmic Transparency: Developing models with understandable and justifiable 
decision-making processes. Meta has prioritized transparency in their Llama models by 
publishing detailed documentation about how their models work. This transparency helps 
build trust and accountability in AI systems. 

For instance, this study15 by the OECD discusses the ethical challenges in AI, emphasizing the 
need for governance frameworks that address issues like algorithmic bias and fairness.  

Data Privacy and Responsible Data Usage 

Poor data management can lead to privacy breaches, which not only damage reputations but 
also incur heavy penalties. Strong data governance is key to this process, making sure the 
organization has strict standards for data management, from collection to processing and 
storage. This includes regular audits, accountability measures, and ongoing monitoring to 
ensure personal data is protected throughout the AI lifecycle. Organizations today take several 
proactive steps to ensure privacy and security: 

●​ Obtain Informed Consent: It’s vital to inform individuals about how their data will be 
used and obtain explicit consent. For example, Facebook faced scrutiny for its data 
handling practices, notably during the Cambridge Analytica scandal16. 

●​ Implement Data Minimization: Collect only the data necessary for a specific purpose, 
reducing the risk of overexposure. Apple is a strong proponent of data minimization, 
limiting data collection to what is strictly needed for its services, as seen in their App 
Tracking Transparency (ATT) framework17. 

●​ Ensure Data Security: Robust security measures are vital to protect data from 
unauthorized access. Microsoft uses end-to-end encryption and advanced security 
protocols to protect user data, ensuring privacy and compliance with regulations like 
GDPR. 

17 https://www.apple.com/privacy/docs/A_Day_in_the_Life_of_Your_Data.pdf  
16 https://www.easyllama.com/blog/facebook-data-privacy-scandal  

15https://www.oecd.org/content/dam/oecd/en/publications/reports/2024/06/ai-data-governance-and-privacy
_2ac13a42/2476b1a4-en.pdf  

 

https://www.apple.com/privacy/docs/A_Day_in_the_Life_of_Your_Data.pdf
https://www.easyllama.com/blog/facebook-data-privacy-scandal
https://www.oecd.org/content/dam/oecd/en/publications/reports/2024/06/ai-data-governance-and-privacy_2ac13a42/2476b1a4-en.pdf
https://www.oecd.org/content/dam/oecd/en/publications/reports/2024/06/ai-data-governance-and-privacy_2ac13a42/2476b1a4-en.pdf
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These practices not only build trust with users but also help ensure that AI systems respect 
privacy and comply with legal standards. This blog18 by Securiti further highlights the importance 
of complying with data privacy laws like GDPR and the California Privacy Rights Act (CPRA) 
when deploying generative AI.  

Transparency, Traceability, and Explainability 

Establishing trust in AI systems is essential for their successful integration into society. When 
organizations prioritize data governance, they help ensure that AI systems are ethical, secure, 
and aligned with user rights. Organizations can achieve this by focusing on: 

●​ Transparent Processes: Clearly communicating how AI models are developed and how 
they function. This work19 discusses the development of AI systems that are both reliable 
and interpretable, emphasizing the importance of transparency in AI processes. 

●​ Traceability: Documenting data sources and model development steps to ensure 
accountability. In this paper20, the authors examine the shortcomings of current tools for 
tracing data authenticity, consent, and documentation, and outline how stakeholders can 
facilitate responsible AI development by adopting universal data provenance standards.  

●​ Explainability: Providing understandable explanations for AI-generated outputs. In this 
work21, the authors explain the differences in explainability techniques by proposing a 
novel method for assessing the agreement among various explainability methods. 

Risk Management of AI-Generated Content 

Managing risks associated with AI-generated content involves: 

●​ Content Moderation: Implementing systems to detect and prevent the dissemination of 
harmful or misleading content. For example, Reddit employed an automated tool called 
AutoModerator to assist in content moderation. 

●​ Continuous Monitoring: Regularly assessing AI outputs to identify and mitigate 
potential risks. This is where AIOps or LLMOps comes in.  

●​ Stakeholder Engagement: Involving diverse groups in the development and evaluation 
of AI systems to identify and address potential harms. HCI researchers at the big tech 
company conducted a case study22 on content moderation suggesting Conditional 
Delegation as a promising approach. 

Overall, applying data governance in generative AI requires a comprehensive approach that 
addresses ethical considerations, data privacy, transparency, and risk management. Recent 
studies and reports underscore the importance of developing and implementing governance 
frameworks that promote responsible and ethical AI development. 

22 https://arxiv.org/pdf/2204.11788  
21 https://arxiv.org/html/2410.20873v1  
20 https://arxiv.org/html/2404.12691v1  
19 https://arxiv.org/html/2411.08469v1 
18 https://securiti.ai/generative-ai-privacy/  

 

https://arxiv.org/pdf/2204.11788
https://arxiv.org/html/2410.20873v1
https://arxiv.org/html/2404.12691v1
https://arxiv.org/html/2411.08469v1?utm_source=chatgpt.com
https://securiti.ai/generative-ai-privacy/
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Figure 3. Market Map by Ardent Venture Partners.  

Lastly, coming to the tools, Ardent Venture Partners developed a Generative AI Governance 
Market Map23 that shows the landscape of companies addressing different aspects of AI 
governance. Governance here refers to ensuring AI systems are trustworthy, fair, explainable, 
and compliant with ethical and regulatory standards. The companies are grouped into four main 
categories, which focus on distinct parts of the governance ecosystem: 

1.​ Infrastructure: Includes companies focused on tools and frameworks for AI governance 
infrastructure (e.g., Mission Control, Trustible, Credo AI, Vue.ai, Monitaur, Relyance AI). 

2.​ End User: Highlights organizations providing AI governance solutions tailored for 
end-user applications (e.g., Vera, Saidot, Holistic AI, Fairly, Cenzai, Lega). 

3.​ Application: Features companies that offer application-specific AI governance solutions 
(e.g., Calvin Risk, Kindo, Armilla, Blueteam AI, Humanloop). 

4.​ Model: Lists companies specializing in model-centric AI governance tools and 
monitoring platforms (e.g., Arize, Mona, Arthur, Fiddler, TruEra, Superwise, Conductor 
AI). 

From foundational infrastructure to model monitoring and user-facing applications, it reflects a 
growing focus on ensuring AI systems are ethical, transparent, and safe as their adoption scales 
across industries. 

Advantages of Data Governance in Analytics Projects 
Data governance and data analytics are both key to building a successful data-driven 
organization. Although they serve different functions, they are closely connected and rely on one 

23 
https://medium.com/@ardent-vc/best-practices-from-50-fortune-1000-industry-leaders-on-managing-gene
rative-ai-governance-and-risk-6e0ac4f38ef8  

 

https://medium.com/@ardent-vc/best-practices-from-50-fortune-1000-industry-leaders-on-managing-generative-ai-governance-and-risk-6e0ac4f38ef8
https://medium.com/@ardent-vc/best-practices-from-50-fortune-1000-industry-leaders-on-managing-generative-ai-governance-and-risk-6e0ac4f38ef8
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another. Data governance provides the structure for reliable, trustworthy data, while data 
analytics extracts valuable insights from that data. Without proper data governance in place, the 
insights gained from analytics could be inaccurate or unreliable, ultimately hindering an 
organization’s ability to make informed decisions. 
 
By syncing data governance with analytics, organizations can maximize their data investments 
and achieve better outcomes. It establishes protocols for access control, data classification, and 
retention and disposal. Let’s look into some of the benefits of data governance in analytics 
projects in detail- 

Improved Accuracy and Reliability of Analytical Insights 

Data governance ensures that data quality 
standards are met through strong policies and 
controls. This reduces errors and improves the 
reliability of analytics.  
 
For example, in 2023, Airbnb turned their 
cataloging system into an end-to-end data 
management platform. Metis 24addresses various 
challenges the company faced with managing and 
scaling its data operations. It was designed to 
improve the accuracy, consistency, and 
accessibility of data across Airbnb’s vast and 
complex data infrastructure. The goal of Metis 
was to make data more reliable and actionable, 
ensuring that teams across the company can 
access clean, trustworthy data for analysis and 
decision-making. 
 
Key Features of Metis included Data Governance, 
Quality Monitoring and Data Stewardship. How 
did it turn out? It helped AirBnB make- 

●​ Better Decisions: With accurate, reliable 
data, they now made informed decisions, 
leading to optimized business strategies 
and improved customer experiences.                      Figure 4. Metis Data Architecture(AirBnB) 
 

●​ Improve Efficiency: By centralizing data management and providing tools for 
monitoring and cleaning data, Metis makes data more accessible and usable, saving 
time and effort for analysts and engineers. 

24 
https://medium.com/airbnb-engineering/metis-building-airbnbs-next-generation-data-management-platfor
m-d2c5219edf19  

 

https://medium.com/airbnb-engineering/metis-building-airbnbs-next-generation-data-management-platform-d2c5219edf19
https://medium.com/airbnb-engineering/metis-building-airbnbs-next-generation-data-management-platform-d2c5219edf19
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●​ Enhance Trust in Data: Data governance, stewardship, and quality checks foster trust 
in the data being used, leading to greater confidence in analytical outputs. 

 

Enhanced Data Consistency and Comparability Across Teams 

Data governance ensures that everyone in the organization speaks the same "language" when 
it comes to data. For example, if different departments are using data related to "customer" 
information, data governance ensures that they all agree on what "customer" means and how 
customer data should be formatted.  
                                                                       Table 1. Data Stewards for SDP project, Harvard 
By enforcing these standards, data 
governance ensures uniformity. 
This means that data used by one 
team is the same as the data used 
by another team, even if they’re 
working on different projects. 
 
For example, Harvard created what 
is known as the Strategic Data 
Project (SDP)25. A major part of the 
SDP’s work was helping school 
districts establish data governance 
policies. These policies were aimed 
at creating consistent data systems 
across different schools or districts. 
They set rules and standards for 
how data should be defined,  
collected, and stored to ensure uniformity and accuracy across various educational institutions. 

The SDP’s work in school districts involved helping them implement data systems and policies 
that fostered transparency and accountability. For example, districts could track student 
progress across multiple years and identify at-risk students much earlier, allowing educators to 
intervene and provide support before issues became critical. By improving the quality and 
consistency of the data, the SDP helped schools and districts understand where resources 
needed to be allocated, which teaching methods were most effective, and how to ensure every 
student had the best chance to succeed. 

25 
https://sdp.cepr.harvard.edu/files/cepr-sdp/files/sdp-fellowship-capstone-data-governance-visualization-uti
lization.pdf  

 

https://sdp.cepr.harvard.edu/files/cepr-sdp/files/sdp-fellowship-capstone-data-governance-visualization-utilization.pdf
https://sdp.cepr.harvard.edu/files/cepr-sdp/files/sdp-fellowship-capstone-data-governance-visualization-utilization.pdf
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Increased Trust in Data Sources and Analytical Outputs 

Trustworthy data helps create accurate forecasts and actionable insights, which are critical for 
strategy formulation. It builds credibility with stakeholders, whether employees, customers, or 
regulators. By reducing errors and ensuring transparency, organizations can avoid costly 
mistakes and improve overall efficiency. 
 
How to achieve this? Clear 
data ownership, lineage, 
and quality assurance. 
 
For example, JPMorgan 
Chase’s adoption of data 
mesh architecture was 
highlighted by AWS 
blogs26. The mesh catalog 
provided visibility into the 
data flows between 
product lakes and 
consumers, offering a 
centralized view of data  
usage across the enterprise.                   Figure 5. JPMorgan’s Data Mesh Architecture, AWS                 
 
This transparency helped data product owners understand where and how their data was 
utilized, enhancing governance and compliance.The architecture facilitated efficient data sharing 
across the organization, supporting comprehensive analytics and informed decision-making. 
And moreover, granular access controls and visibility into data flows ensured that data usage 
adhered to regulatory requirements and internal policies. 

Reduced Risk of Non-Compliance and Associated Financial or Legal 
Penalties 

Effective data governance ensures that organizations comply with laws and regulations related 
to data handling. This involves setting up policies and processes that align with legal 
frameworks like HIPAA (Health Insurance Portability and Accountability Act). In healthcare, 
HIPAA mandates strict guidelines to protect patient data, requiring measures like encryption, 
access controls, and secure data storage. For example, professors at TUDelft conducted a 
study27 analysing a case involving Rijkswaterstaat, the Dutch Ministry of Infrastructure and 
Water Management and was to examine the role of data governance in the success of data 
science initiatives.  

27 https://pmc.ncbi.nlm.nih.gov/articles/PMC7134294/  

26 
https://aws.amazon.com/blogs/big-data/how-jpmorgan-chase-built-a-data-mesh-architecture-to-drive-signi
ficant-value-to-enhance-their-enterprise-data-platform/  

 

https://pmc.ncbi.nlm.nih.gov/articles/PMC7134294/
https://aws.amazon.com/blogs/big-data/how-jpmorgan-chase-built-a-data-mesh-architecture-to-drive-significant-value-to-enhance-their-enterprise-data-platform/
https://aws.amazon.com/blogs/big-data/how-jpmorgan-chase-built-a-data-mesh-architecture-to-drive-significant-value-to-enhance-their-enterprise-data-platform/
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The study argued that data science projects rely heavily on the availability, quality, and security 
of data, which can only be ensured through robust data governance frameworks. It explored the 
challenges organizations face without proper governance, such as poor data quality, security 
risks, and compliance issues, and highlighted the need for tailored governance solutions. 
The conclusion of the study was that effective data governance is a critical enabler for 
successful data science.  
 
By implementing governance strategies that ensure high-quality, accessible, and secure data, 
organizations can significantly improve the outcomes of data science projects. The study 
emphasized that there is no universal governance approach, and frameworks must be adapted 
to fit an organization's specific context, goals, and challenges. Overall, the study reinforced that 
data governance is foundational to maximizing the value of data science initiatives and 
achieving long-term competitive advantages. 

Advantages of Data Governance in Generative AI Projects  
Data governance and generative AI (GenAI) work hand in hand by ensuring the development, 
deployment and use of GenAI systems aligns with ethical, legal, and organizational standards.  

That said, the shift from discriminative to generative models has fundamentally reshaped the 
role of data governance.Discriminative models relied on smaller, curated datasets, making data 
quality control, bias detection, and privacy management relatively straightforward. In contrast, 
generative models like large language models (LLMs) now ingest vast, heterogeneous, and 
often unverified unstructured data.  

This introduces challenges such as provenance tracking, ethical sourcing, and compliance with 
regulations like GDPR. Bias is also harder to detect in unstructured data, requiring advanced 
solutions like automated fairness checks, bias audits, and tools for explainable AI.  

Data governance provides a robust framework of policies, practices, and controls to guide how 
data is sourced, managed, and used in GenAI applications. A strong governance framework 
establishes rules to prevent the use of biased, unverified, or unethical datasets. Another key 
aspect is privacy and compliance, where practices like data anonymization, access controls, 
and differential privacy help mitigate the risks of privacy breaches in GenAI systems. Moreover, 
data governance ensures transparency in GenAI workflows. By mandating practices such as 
model documentation, data lineage tracking, and explainable AI, it helps stakeholders 
understand how GenAI models are trained and make decisions. . 

Let us look into four key advantages of data governance in GenAI projects- 

Ensuring Ethical and Fair AI-Generated Content 
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Good data governance prevents AI from producing harmful, misleading, or discriminatory 
content.  A good case study is OpenAI’s work28 on Content Moderation for ChatGPT. ChatGPT 
being massively popular, users were sometimes using the system to create harmful, offensive, 
or misleading content. Human moderators were overwhelmed trying to manually review 
inappropriate content while keeping up with the sheer scale of interactions. It wasn’t just about 
filtering obvious violations like hate speech—it was also about understanding nuanced, 
context-specific issues, like subtle discrimination or misinformation. 

The old system had two major problems: 

1.​ It was slow—manual reviews couldn’t keep up with millions of interactions. 
2.​ It wasn’t consistent—different moderators might interpret rules slightly differently. 

OpenAI decided to put GPT-4, their advanced language model, to work. But instead of just 
generating text, they used GPT-4 to understand and enforce content moderation policies. 

 

Figure 6. OpenAI’s end-to-end data governance framework  using GPT-4 for content moderation  

They trained GPT-4 to understand OpenAI’s content policies by feeding it examples of 
acceptable and unacceptable content. For instance, they’d show GPT-4 that jokes about 
harmless topics are okay, but jokes targeting someone’s race or gender are not. GPT-4 was 
tasked with analyzing user content and deciding if it violated the rules. It could flag inappropriate 
content instantly—no waiting for a human moderator. For tricky cases where GPT-4 wasn’t 
100% sure, humans would step in. This created a system where AI did the heavy lifting, but 
humans handled the edge cases. 

28 https://openai.com/index/using-gpt-4-for-content-moderation/  

 

https://openai.com/index/using-gpt-4-for-content-moderation/
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As new types of harmful content emerged, OpenAI was able to quickly update its moderation 
rules. Content moderation became nearly instantaneous. Harmful content could be flagged and 
removed in real-time, making ChatGPT safer for users. GPT-4 applied the rules uniformly, 
eliminating the inconsistencies that came with human judgment. Users began to trust ChatGPT 
more because OpenAI could ensure it adhered to ethical standards. 

It is a good example of how data governance in GenAI applications can public confidence while 
ensuring ethical and fair use. 

Protecting Data Privacy and Complying with Laws 

Imagine a world where AI can analyze massive amounts of data to write essays, diagnose 
diseases, or predict financial trends. Sounds exciting, right? But there’s a catch: generative AI 
systems need enormous datasets to work—and these datasets often include sensitive personal 
information. 
Take Sarah, for example. She uses an AI-based app to help with her medical records. The app 
uses AI to suggest diagnoses based on her history. But Sarah starts wondering: "How much of 
my personal health data is the app using? Is it being shared or misused?" 

Generative AI systems like Sarah’s rely on massive datasets, often drawn from real-world 
sources. These datasets might include everything from browsing habits to patient records. But 
using this data raises big questions: 

●​ Is this data being collected ethically? 
●​ Does it comply with privacy laws like GDPR (General Data Protection Regulation) in 

Europe or CCPA (California Consumer Privacy Act) in the U.S.? 
●​ Could it lead to breaches, misuse, or even identity theft? 

People like Sarah—and regulators—demand answers. By implementing data governance 
techniques like federated learning, anonymization, and access controls, organizations can 
address privacy concerns while unlocking the full potential of AI. 

Mitigating Bias and Ensuring Transparency 
 
Bias in AI models can lead to unfair outcomes and stereotypes. Data governance helps address 
this. In 2018, IBM Watson for Oncology was deployed in several healthcare systems to assist 
doctors in making personalized cancer treatment recommendations. The challenge was that AI 
systems, particularly in healthcare, can inherit biases from the data they are trained on. If the 
data used to train Watson for Oncology was skewed or incomplete, it could lead to biased 
treatment recommendations, potentially harming underrepresented patient groups.  
 
So, IBM made several key adjustments to Watson for Oncology to address concerns around 
bias and transparency. First, they worked with global healthcare institutions to diversify the data 
Watson was trained on, ensuring it included varied patient demographics, ethnicities, and 
medical practices to reduce biases. Second, they used Explainable AI (XAI) to provide 
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transparent explanations for its treatment recommendations and implemented ongoing audits to 
monitor Watson's performance to catch and fix problems early. 
 
The case29 of Watson for Oncology illustrates how data governance methods like, including 
diverse datasets, explainable AI, and continuous audits, can be used to make AI systems both 
fair and effective in real-world applications. Additionally, IBM Watson launched OpenScale30 in 
2020, developed to help organizations detect and correct AI model bias and drift, thus 
essentially open sourcing AI explainability. 

Enhancing Accountability and Trustworthiness 

OpenAI was criticized for GPT-3 generating misleading information and biased responses. 
Following these incidents, OpenAI updated their data governance policy: they released a series 
of model updates including model cards, introduced stronger content moderation protocols, and 
worked with external auditors to address transparency concerns. Enhancing accountability for 
OpenAI meant defining clear roles for team members, creating documentation to track outputs, 
setting up processes for audits and updates, and ensuring regulatory compliance. By 
implementing a formal feedback loop31 RLHF that allowed users to flag problematic outputs, 
OpenAI was able to quickly identify and resolve issues.  
 
These steps were all part of OpenAI’s strategy to address legal concerns and enhance public 
trust in their AI systems.  
 
Overall, focusing on clear data governance frameworks especially around traceability, 
continuous monitoring, and transparency can make or break a GenAI project and thus has 
become a fundamental focus for organizations. 

Case Study: The Role of Data Governance in Facebook 
AI's BlenderBot 
Facebook AI's BlenderBot 3.032 was developed in 2022 to advance conversational AI by 
simulating human-like dialogue. The project leveraged open-access internet conversations as 
training data to enhance its generative capabilities. However, during public testing, BlenderBot 
generated biased, offensive, and inappropriate responses due to the unfiltered nature of its 
training data. This caused significant reputational harm33 and public scrutiny for Facebook AI. In 
response, Facebook AI paused further deployment and acknowledged the necessity of 
improved data governance mechanisms. 

33 https://edition.cnn.com/2022/08/11/tech/meta-chatbot-blenderbot/index.html  
32 https://arxiv.org/abs/2208.03188  
31 https://cdn.openai.com/papers/openais-approach-to-external-red-teaming.pdf  
30 https://www.ibm.com/blog/comparing-ibm-watson-openscale-to-open-source-on-ai-explainability/  

29 
https://www.chiefhealthcareexecutive.com/view/new-ibm-tech-spots-ai-bias-explains-decision-making-in-r
eal-time  

 

https://edition.cnn.com/2022/08/11/tech/meta-chatbot-blenderbot/index.html
https://arxiv.org/abs/2208.03188
https://cdn.openai.com/papers/openais-approach-to-external-red-teaming.pdf
https://www.ibm.com/blog/comparing-ibm-watson-openscale-to-open-source-on-ai-explainability/
https://www.chiefhealthcareexecutive.com/view/new-ibm-tech-spots-ai-bias-explains-decision-making-in-real-time
https://www.chiefhealthcareexecutive.com/view/new-ibm-tech-spots-ai-bias-explains-decision-making-in-real-time
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Figure 7. Safety Diagram for BlenderBot by Meta 

Lessons Learned and Insights 

1.​ Data Quality and Curation Are Critical BlenderBot's training involved large-scale 
datasets comprising internet conversations. By relying on unfiltered internet-sourced 
conversations, the project inadvertently introduced these biases into its outputs. This 
highlights the importance of stringent data curation practices, including robust screening 
and filtering mechanisms to exclude problematic content.  

2.​ Bias Mitigation Requires Governance Frameworks The biases in BlenderBot’s 
responses underscored the ethical risks of unstructured training data. Implementing 
structured governance frameworks—featuring regular diversity checks, bias audits, and 
inclusive data representation—could have minimized these risks.  

3.​ Privacy and Ethical Safeguards Are Non-Negotiable Open-access internet 
conversations often contain personal or sensitive information. BlenderBot’s reliance on 
such data highlighted potential privacy risks. Adopting governance measures like 
anonymization, differential privacy, and compliance with global data protection standards 
(e.g., GDPR) would have safeguarded user data while ensuring ethical innovation.  

4.​ Accountability Through Continuous Monitoring The absence of rigorous 
post-deployment monitoring allowed BlenderBot’s harmful outputs to persist until public 
backlash prompted corrective action. Governance policies emphasizing real-time content 
review, output monitoring, and model retraining protocols are essential for ensuring 
accountability.  

BlenderBot’s challenges reinforce the value of robust data governance in AI development. 
Comprehensive governance frameworks encompassing data curation, bias mitigation, privacy 
protection, and continuous monitoring are indispensable for building ethical, reliable, and trusted 
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generative AI systems. By addressing these areas, organizations can mitigate risks while 
delivering AI solutions that align with societal and ethical expectations. 

Summary and Conclusion  
Data governance is essential for the effective management and use of an organisation's data, 
ensuring it is accurate, reliable, secure, and compliant with regulations. It is not just about rules 
but also about enabling data-driven decision-making while ensuring data integrity, security, and 
compliance. 

The increasing volume and complexity of data, coupled with the rise of analytics and generative 
AI, necessitate robust governance to manage risks and capitalise on opportunities. Many 
companies struggle to achieve and scale value from their AI initiatives due to inadequate data 
governance frameworks. 

The core principles of data governance include:- 

1.​ maintaining consistent data quality across the lifecycle, 
2.​ treating data as a strategic asset,  
3.​ defining clear accountability and stewardship,  
4.​ compliance with rules and regulations, and  
5.​ providing accessibility with security 

These principles are critical across various dimensions, including 

●​ Data quality and reliability Effective metadata management and stewardship, using 
platforms like Collibra and Alation, are also critical for preventing data silos and 
improving data literacy. 

●​ Regulatory compliance is essential to avoid legal repercussions; data must be 
handled, processed, and stored in accordance with laws and regulations. 
Privacy-preserving analytics and automated compliance monitoring tools are important in 
this regard. 

●​ Access control and data security are vital to prevent misuse and ensure data integrity, 
using role-based access control systems, data lineage, and encryption technologies. 

●​ Generative AI presents unique data governance challenges. These include ethical 
considerations like bias mitigation and fairness, data privacy and responsible data 
usage, transparency, traceability, explainability, and risk management of AI-generated 
content. 

●​ Bias in AI can lead to discriminatory outcomes, requiring strategies like bias audits, 
diverse data collection, and algorithmic transparency. Data privacy is also crucial, 
requiring informed consent, data minimisation, and strong security measures. 

●​ Transparency and explainability are essential for building trust in AI systems. This can 
be achieved by implementing clear processes, traceability, and understandable 
explanations for AI outputs. 
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●​ Risk management of AI-generated content includes content moderation, continuous 
monitoring, and stakeholder engagement. 

Data governance is foundational to the success of both analytics and generative AI projects. It 
provides the necessary framework for managing data effectively, ensuring that data is not only 
accessible but also reliable, secure, and ethical. 
 
Organisations must adopt a holistic approach to data governance, considering data quality, 
security, privacy, and compliance. This approach must be adaptable to the specific needs and 
context of the organisation while also meeting legal and ethical standards. 
 
For generative AI, data governance 
requires proactive measures to address 
issues such as bias, privacy breaches, and 
lack of transparency. This can be achieved 
through a combination of strong policies, 
advanced tools, and continuous monitoring. 
Some of the must-haves for your data 
governance policy requires a clear plan for- 

●​ high-quality, curated datasets, 
especially for AI models. 

●​ diverse datasets and bias mitigation 
techniques. 

●​ privacy and ethical safeguards 
when handling sensitive data. 

●​ transparency and accountability in 
AI development. 

●​ continuous monitoring and 
evaluation of data and AI systems.                              

                                                                                Figure 8. Comprehensive Data Governance Policy 
 
Organisations that implement strong data governance frameworks can maximize the value of 
their data. By ensuring data integrity, security, and compliance, they will achieve better 
outcomes and gain a competitive edge. 
 
Ultimately, data governance is not just a technical exercise but also a matter of ethics and trust, 
ensuring that data and AI systems are used responsibly and for the benefit of society. 

 


	What is Data Governance? 
	State of the Art in Data Governance for Analytics 
	Data Quality and Reliability 
	Data Stewardship and Metadata Management 
	Regulatory Compliance 
	Access Control and Data Security 

	State of the Art in Data Governance for Generative AI  
	Ethical Considerations: Bias Mitigation and Fairness 
	Data Privacy and Responsible Data Usage 
	Transparency, Traceability, and Explainability 
	Risk Management of AI-Generated Content 

	Advantages of Data Governance in Analytics Projects 
	Improved Accuracy and Reliability of Analytical Insights 
	Enhanced Data Consistency and Comparability Across Teams 
	Increased Trust in Data Sources and Analytical Outputs 
	Reduced Risk of Non-Compliance and Associated Financial or Legal Penalties 

	Advantages of Data Governance in Generative AI Projects  
	Ensuring Ethical and Fair AI-Generated Content 
	Protecting Data Privacy and Complying with Laws 
	Mitigating Bias and Ensuring Transparency 
	Enhancing Accountability and Trustworthiness 

	Case Study: The Role of Data Governance in Facebook AI's BlenderBot 
	Lessons Learned and Insights 

	Summary and Conclusion  

